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This paper investigates whether forecasts of the Swedish unemployment rate can be improved by using business or household survey data. We conduct a simulated out-of-sample forecast exercise in which the performance of a Bayesian VAR model with only macroeconomic variables is compared to that when the model also includes variables based on survey data. Results show that the forecasting performance at short horizons can be improved. The improvement is largest when forward-looking variables based on data from the manufacturing industry are employed. (JEL: E17, E24, E27)

1. Introduction

The aggregate unemployment rate is a variable of fundamental interest to many economic agents. For example, for monetary policy makers, it both serves as an indicator of the macroeconomy in general and carries information regarding inflationary pressure. For fiscal policy makers, the unemployment rate is linked to government expenditure as well as income due to its relationship with, for example, unemployment benefits and income taxes. There is accordingly a widespread interest in being able to generate good forecasts of the unemployment rate. The literature dealing with unemployment rate forecasting is consequently large; for a number of different applications and methodological choices, see Funke (1992), Rothman (1998), Franses et al. (2004), Golan and Perloff (2004), Milas and Rothman (2008) and Gustavsson and Österholm (2010).

The purpose of this paper is to investigate whether Swedish unemployment rate forecasts can be improved by using business or household survey data. The National Institute of Economic Research (Konjunkturinstitutet; henceforth NIER) conducts the Economic Tendency Survey in which both businesses and households are asked questions which potentially could be useful for forecasting the aggregate unemployment rate. We assess the usefulness of these data by employing them in a simulated out-of-sample forecast exercise. Specifically, we compare the
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simulated out-of-sample forecasting performance of a Bayesian VAR model with only macroeconomic data to that when the model has had variables based on survey data added to it. This is a fairly common approach to examine Granger causality empirically which has been used in a range of applications – see, for example, Thoma and Gray (1998), Chao et al. (2001), Hale and Jorda (2007) and Berger and Österholm (2009) – and we believe that it is a reasonable methodological choice.¹

The predictive power of survey data for the real economy has been investigated in a number of studies, both in- and out-of-sample; see, for example, Carroll et al. (1994), Ludvigson (2004), Hansson et al. (2005), Cotsovolis and Kwan (2006) and Kwan and Cotsovolis (2006). Often the survey data are expected to work as a leading indicator for the real variable in question. The forward-looking nature of some of the questions in the Economic Tendency Survey might therefore be particularly interesting. We employ five variables in this paper, each of which is based on data from a particular question in the survey. Households are asked what their expectations are regarding the development of the unemployment rate over the coming twelve months. Businesses are asked both whether the number of employees has increased, remained unchanged or decreased over the last three month period and what the outlook is for the coming three months. Since the survey data might incorporate information that is not reflected in other variables that are typically included in forecasting models, it does not seem unreasonable that forecasting performance could be improved by the inclusion of the survey data.

Our results suggest that both business and household survey data have predictive power for the Swedish unemployment rate. However, the usefulness of the data varies. The data describing the contemporaneous situation in businesses do not seem particularly valuable for forecasting. The forward-looking variables, on the other hand, all appear to have predictive power for the unemployment rate at short horizons, with the improvement being largest when data from the manufacturing industry are used.

The remainder of this paper is organised as follows. Section 2 presents the survey data in some detail. In Section 3, we present the modelling framework and Section 4 presents the results from the simulated out-of-sample forecast exercise. Finally, Section 5 concludes.

2. Data

The NIER each quarter asks representatives of Swedish firms and households about the present situation and the outlook for the near future. The information is compiled in the Economic Tendency Survey whose purpose is to be a quickly available source of indicators pertaining to outcome, present situation and expectations for important economic variables.

Stratified sampling of firms takes place through the business register of Statistics Sweden. More than 8000 companies are included in the survey and they are divided into four categories: manufacturing industry, construction industry, retail trade and private service sector. The questionnaires are addressed to upper management and are designed to be filled out conveniently and quickly. For example, a company can be asked whether the inflow of new orders from abroad has increased, remained unchanged or decreased. Some questions refer to the outcome for the past three months, others to expectations or plans for the coming three months. Household data are obtained through telephone interviews with a random net sample of 1500 individuals between 16 and 84 years of age. The questions asked refer both to the household’s own economic situation and the aggregate economy. For each question, the responses are standardised so that the percentages of the response alternatives add up to 100. To facilitate presentation and analyses of outcomes, the concept “net figures” are employed, where a net figure is the difference between the percentage of respond-

¹ An alternative is to rely on in-sample evidence. However, in-sample evidence is likely to lead to models that are overfitted and therefore do not forecast as well as the in-sample evidence suggests. The issue of in-sample overfitting is analysed and discussed in, for example, Hansen (1999) and Clark (2004). At the same time, it should of course be noted that simulated out-of-sample forecasts is not a flawless methodological choice either; see, for example, Inoue and Kilian (2006) for a discussion.
ents reporting an increase and a decrease for a certain question. For example, if 45 percent of respondents state that there has been an increase, 25 percent that there has been no change and 30 percent that there has been a decrease, the net figure is $45 - 30 = 15$.

In this paper, we investigate whether the data from the Economic Tendency Survey can be used to improve forecasts of the Swedish unemployment rate. The benchmark model – a Bayesian VAR which we will return to in the next section – only makes use of three variables: the unemployment rate, CPI inflation and the three month treasury bill rate. VARs with these variables are standard tools in macroeconomic analysis and forecasting – see, for example, Cogley and Sargent (2001, 2005), Primiceri (2005) and Ribba (2006) – and a model based on these three variables therefore seems like a reasonable benchmark. Five questions in the survey were identified as particularly interesting to augment the benchmark model with. Questions 116 and 207 are used by Carabenciov et al. (2008).

In applied econometric work, a similar approach has been used by Carabenciov et al. (2008). In applied econometric work, a similar approach has been used by Carabenciov et al. (2008).

For the empirical analysis in this paper, we will rely on Bayesian VAR models. The Bayesian VAR is typically considered a good forecasting tool and has been shown to forecast well out-of-sample in a number of studies; see, for example, Doan et al. (1984), Litterman (1986), Adolfson et al. (2007) and Villani (2009). Specifically, the forecasting model used in this paper is given by

\[ G(L)x_t = \delta + \theta D_t + \eta_t, \]

where $G(L) = I - G_1 L - \ldots - G_m L^m$ is a lag polynomial of order $m$, $x$ is an $n \times 1$ vector of economic variables, $\delta$ is an $n \times 1$ vector of intercepts and $\eta_t$ is an $n \times 1$ vector of iid error terms fulfilling $E(\eta_t) = 0$ and $E(\eta_t \eta_s') = \Sigma$. $D_t$ is a dummy variable that takes on the value 1 between 1980Q1 and 1992Q4. This is included to account for the different monetary policy regimes during the same period.

For example, the net figure for households’ expectations was -12 in 2008Q1; that is, it was more common among households to expect a falling unemployment rate than an increasing one. However, by 2008Q4 the net figure was -76, indicating that a vast majority of households was expecting the unemployment rate to increase.

### 3. Model

For the empirical analysis in this paper, we will rely on Bayesian VAR models. The Bayesian VAR is typically considered a good forecasting tool and has been shown to forecast well out-of-sample in a number of studies; see, for example, Doan et al. (1984), Litterman (1986), Adolfson et al. (2007) and Villani (2009). Specifically, the forecasting model used in this paper is given by

\[ G(L)x_t = \delta + \theta D_t + \eta_t, \]

where $G(L) = I - G_1 L - \ldots - G_m L^m$ is a lag polynomial of order $m$, $x$ is an $n \times 1$ vector of economic variables, $\delta$ is an $n \times 1$ vector of intercepts and $\eta_t$ is an $n \times 1$ vector of iid error terms fulfilling $E(\eta_t) = 0$ and $E(\eta_t \eta_s') = \Sigma$. $D_t$ is a dummy variable that takes on the value 1 between 1980Q1 and 1992Q4. This is included to account for the different monetary policy regimes during the sam-
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2 This is a very common way to summarise survey data. In applied econometric work, a similar approach has been used by Carabenciov et al. (2008).

3 The survey contains other questions that could be of interest. Some of these, however, cannot be used since long enough time series are not available.

4 Five response alternatives are available for this question: increase substantially, increase somewhat, roughly remains unchanged, decrease somewhat and decrease substantially. The net figure is still calculated as the difference between the percentage of respondents reporting an increase and a decrease – that is, it is given by (increase substantially + increase somewhat) - (decrease substantially + decrease somewhat).

5 A problem when VARs are estimated with classical methods is that the number of parameters typically is large but the number of observations small. This means that parameter estimates tend to be associated with a fairly large degree of uncertainty and low precision in parameter estimates hurts forecasting performance. In the Bayesian VAR, this problem is addressed by providing prior information regarding the values of the coefficients of the model. By increasing the precision in parameter estimates forecasting performance is improved. See, for example, Sims (1980), Doan et al. (1984), Litterman (1986) and Villani (2009) for discussions regarding these issues.
Figure 1. Data
Notes: Unemployment rate, inflation and nominal interest rate are given in percent. Remaining series are net figures.
ple. While the shift to inflation targeting did not necessarily affect the time-series properties of the unemployment rate or the dynamic relationship between variables, it is typically assumed that it generated a level shift for both inflation and the nominal interest; see, for example, Adolfson et al. (2007) and Österholm (2008).

In all models, the lag length is set to \( m=4 \). Regarding the dynamics of the model, the prior on \( \text{vec}(G) \), where \( G = (G_1 \ldots G_4) \), is given by \( \text{vec}(G) \sim N_{16}\left(\lambda_G, \Omega_G\right) \) and is of Minnesota style. The Minnesota prior takes its starting point in the observation that a univariate random walk (potentially with drift) is a reasonably good forecasting model for the level of many macroeconomic variables. Variables in levels (first differences) accordingly have a prior mean on the coefficient on the first own lag of one (zero); all other coefficients in \( G_1 \) have a prior mean of zero. The tightness around the mean is adjusted through a number of hyperparameters. In line with the univariate random walk benchmark, coefficients on long lags have smaller variances than those on short lags and the variances on cross-lag coefficients are smaller than those on own-lag coefficients. This is achieved by setting the overall tightness to 0.2, cross-equation tightness to 0.5 and choosing a lag decay parameter of 1.6 While Bayesian econometricians typically prefer to use informative priors, it is not always easy to have an opinion \textit{ex ante}. This is true for the intercepts and coefficients on the dummy variable in equation (1). Following the standard in the literature, diffuse priors for \( \Psi = (\delta \ \theta) \) are accordingly used and are given by \( \text{vec}(\Psi) \sim N_2\left(\lambda_\Psi, \Omega_\Psi\right) \). Finally, the prior for the covariance matrix is a mainstream diffuse prior, \( p(\Sigma) \propto |\Sigma|^{-n/2} \). The numerical evaluation of the posterior distribution is conducted using the Gibbs sampler – see, for example, Tierney (1994) for a technical discussion – with the number of draws set to 10000. Regarding the forecasts from the models, these are generated in a straightforward manner. At each point in time and for every draw from the posterior distribution, a sequence of shocks is drawn and used to generate future data. In this manner we generate 10000 paths of the unemployment rate; the median forecast from this predictive density is used as point estimate.7

As indicated above, the benchmark model is a trivariate Bayesian VAR with the unemployment rate \( (u_t) \), CPI inflation \( (\Delta p_t) \) and the three month treasury bill rate \( (i_t) \). We accordingly set \( x_t = (u_t \ \Delta p_t \ i_t)^\prime \) in the benchmark model. When survey data are employed, the model is extended with variables based on survey data. For example, when the usefulness of the household survey data is investigated, we set \( x_t = (u_t \ \Delta p_t \ i_t \ s_{it})^\prime \).

4. Results

The simulated out-of-sample forecasts are generated the following way: We initially estimate the models using data from 1980Q1 to 1999Q4 and then use the estimated models to generate forecasts of the unemployment rate four quarters ahead. We then extend that sample one period, re-estimate the models and generate new forecasts four quarters ahead and so on.8 The last evaluation is conducted on a model estimated from 1980Q1 to 2008Q3 and forecasted one period ahead.

We evaluate the forecasting performance of the competing models by comparing the root mean square forecast errors (RMSFEs) at the different forecasting horizons. For a convenient presentation of the results, we show the relative RMSFEs. The relative RMSFE at horizon \( h \) is here defined as

\[
RR_h = \frac{\text{RMSFE}_{S,h}}{\text{RMSFE}_{NS,h}}
\]

where \( \text{RMSFE}_{S,h} \) and \( \text{RMSFE}_{NS,h} \) are the RMSFEs of the model with survey data and without survey data respectively. A relative RMSFE smaller than one accordingly means that the model with
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6 These are values recommended by Doan (1992) which are commonly used in empirical work; see, for example, Villani (2009). See Litterman (1986) for a discussion regarding the hyperparameters.

7 Since the RMSFE is the evaluation criterion used in this paper, it can be argued that the mean should be used rather than the median. Since the predictive densities are very close to symmetric though, the median provides a convenient approximation to the mean.

8 That is, it is a recursive simulated out-of-sample forecast exercise.
survey data outperforms the model without survey data. We choose to focus on (relative) RMSFEs and use them as criterion for assessing performance. In line with the philosophy expressed in Armstrong (2007), we do not aim to assess whether the difference in forecasting performance is significant.

The usefulness of the five survey data variables is initially investigated by comparing the RMSFEs of the five four-variate BVARS to that of the benchmark trivariate BVAR. The relative RMSFEs are given in Table 1 and RMSFEs of the five four-variate BVARs to that of the benchmark trivariate BVAR. The relative RMSFEs of the five four-variate BVARs to that of the benchmark trivariate BVAR. The relative RMSFE is smaller than one at all horizons for both \( s_{cf}^{t} \) and \( s_{mf}^{m} \). For \( s_{cf}^{f} \), it is smaller than unity only at the one- and two-quarter horizons. Improvements using \( s_{cf}^{t} \) and \( s_{mf}^{m} \) are small though and indicate a reduction in the RMSFE of only a few percent at most. Relying on \( s_{mf}^{m} \), on the other hand, the improvement in forecast accuracy is larger – at the one- and two-quarter horizons, the RMSFE is reduced by more than ten percent.

The results so far indicate that the three forward-looking variables individually have predictive power for the unemployment rate. An empirical strategy that might pay off is of course to include more than one of these variables at a time in the system. The forecasting performance of four additional models is accordingly investigated, reflecting the three combinations of two forward-looking variables at a time, and the model with all three variables included at the same time. Results from this exercise show that the relative RMSFE from these four models all are below one at the one- to three-quarter horizons. But while all four models constitute improvements over the benchmark trivariate BVAR, the forecasting performance is not as good as for the four-variate model where \( x = (u, \Delta \pi, i, s_{mf}^{m})^{T} \).

<table>
<thead>
<tr>
<th>Table 1. Relative RMSFEs for estimated Bayesian VAR models</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x = (u, \Delta \pi, i, s_{cc}^{c}, s_{mc}^{m})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{cf}^{cf}, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{mf}^{mf}, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{hf}^{cf}, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{cf}^{cf}, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{hf}^{cf}, s_{mf}^{mf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{mf}^{mf}, s_{hf}^{cf})^{T} )</td>
</tr>
<tr>
<td>( x = (u, \Delta \pi, i, s_{mf}^{mf}, s_{hf}^{hf})^{T} )</td>
</tr>
</tbody>
</table>

Note: \( u \) is the unemployment rate, \( \Delta \pi \) is CPI inflation and \( i \) the three month treasury bill rate. \( s_{cc}^{c} \) and \( s_{mc}^{m} \) describe the contemporaneous situation regarding the number of employees in the construction and manufacturing industries respectively; \( s_{cf}^{cf} \) and \( s_{mf}^{mf} \) describe the corresponding expectations. \( s_{hf}^{hf} \) describes households’ expectations concerning the aggregate unemployment rate. The relative RMSFE is calculated using the trivariate model with only macroeconomic variables as the benchmark model. A relative RMSFE smaller than one indicates that the model augmented with survey data performs better than the benchmark model.
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9 Using combinations of forward-looking variables and \( s_{mf}^{m} \) was not a particularly successful strategy either in terms of reducing the RMSFE. In no case was forecasting performance better than when four-variate model including \( s_{mf}^{m} \) as the only survey data variable was used. Results are not reported but are available upon request.
It can finally be noted that the variables based on survey data also all appear to have reasonable properties in the system. Illustrative impulse response functions for two cases are shown in Figures A1 and A2 in the Appendix. Orthogonal shocks, $e_t$, are identified using the reduced-form shocks according to $e_t = P\Sigma \eta_t$ where $P$ is obtained from the standard Cholesky decomposition of $\Sigma$ as $\Sigma = PP'$ and the variables are ordered as in $x_t$. Most importantly, a shock to a business survey variable – that is, a positive shock to employment or employment plans – decreases future unemployment; see Figure A1. In a similar fashion, a shock to the household survey variable – that is, an expectation about a higher unemployment rate in the future – raises future unemployment; see Figure A2. This analysis is of course not structural by any means. However, the survey data series could be useful also in empirical analysis using structural VARs. The importance of the information set for correct identification of structural shocks is undisputable. For example, the so-called price puzzle – that is, a rise in the price level in response to a contractionary monetary policy shock – has been shown to be alleviated or disappear when appropriate forward-looking variables are included in the model; see, for example, Sims (1992), Christiano et al. (1999) and Hanson (2004).\(^\text{10}\) It seems likely that the survey data employed in this paper can be used for similar purposes.

5. Conclusions

In this paper, it has been investigated whether Swedish unemployment rate forecasts can be improved by using business and household survey data. Results show that several of the survey data variables employed have predictive power for the Swedish unemployment rate at short horizons. Though improvements are not dramatic, it is apparent that data from the Economic Tendency Survey in a fruitful way can be incorporated in macroeconomic forecasting models. That our results support the use of forward-looking variables is not surprising; it seems reasonable that these variables contain more information that is not already reflected in the other variables included in the forecasting model.

Our findings are obviously model dependent but nevertheless suggest that survey data can be useful when forecasting the real economy. That the information from the manufacturing industry – rather than the construction industry – has the largest value added in a macroeconomic model is also interesting to note. Discussions regarding which sector of the economy carries the largest informational content from a forecasting point of view are common among forecasters and policymakers. Being able to focus on the most relevant indicator(s) for a certain variable is useful, regardless of whether forecasts are generated by econometric models or judgemental methods.
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## Appendix

Table A1. RMSFEs for estimated Bayesian VAR models

<table>
<thead>
<tr>
<th></th>
<th>Horizon in quarters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_t = (u_t \Delta p_t i_t)'$</td>
<td></td>
<td>0.225</td>
<td>0.343</td>
<td>0.467</td>
<td>0.552</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{mc})'$</td>
<td></td>
<td>0.228</td>
<td>0.367</td>
<td>0.493</td>
<td>0.586</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{st})'$</td>
<td></td>
<td>0.216</td>
<td>0.350</td>
<td>0.493</td>
<td>0.623</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{st} \text{h})'$</td>
<td></td>
<td>0.216</td>
<td>0.331</td>
<td>0.451</td>
<td>0.545</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{mf})'$</td>
<td></td>
<td>0.198</td>
<td>0.287</td>
<td>0.427</td>
<td>0.518</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{hf})'$</td>
<td></td>
<td>0.200</td>
<td>0.331</td>
<td>0.466</td>
<td>0.571</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{hf})'$</td>
<td></td>
<td>0.200</td>
<td>0.293</td>
<td>0.430</td>
<td>0.524</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{hf})'$</td>
<td></td>
<td>0.217</td>
<td>0.324</td>
<td>0.453</td>
<td>0.559</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{hf})'$</td>
<td></td>
<td>0.217</td>
<td>0.324</td>
<td>0.453</td>
<td>0.559</td>
</tr>
<tr>
<td>$x_t = (u_t \Delta p_t i_t \text{s}_{c}^{stmf} \text{hf})'$</td>
<td></td>
<td>0.206</td>
<td>0.304</td>
<td>0.449</td>
<td>0.554</td>
</tr>
</tbody>
</table>

Note: $u_t$ is the unemployment rate, $\Delta p_t$ is CPI inflation and $i_t$ the three month treasury bill rate. $s_{c}^{mc}$ and $s_{c}^{stmf}$ describe the contemporaneous situation regarding the number of employees in the construction and manufacturing industries respectively; $s_{c}^{st}$ and $s_{c}^{stmf}$ describe the corresponding expectations. $s_{c}^{sthf}$ describes households’ expectations concerning the aggregate unemployment rate.
Figure A1. Impulse response functions from four-variate model using a forward-looking variable based on data from the manufacturing industry.

Note: Black line is the median. Coloured bands are 68 and 95 percent confidence bands. Maximum horizon is 40 quarters.
Figure A2. Impulse response functions from four-variate model using a forward-looking variable based on data from households

Note: Black line is the median. Coloured bands are 68 and 95 percent confidence bands. Maximum horizon is 40 quarters.